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Abstract

This paper presents an improvement of the classical �ash technique that allows measuring the

thermal di�usivity of highly di�usive materials without the need of blackbody coatings. The method

consists in heating the front face of the sample using a periodic pulses sequence with suitable period

and pulse duration. The rear face temperature is recorded simultaneously. An inverse approach

is then used to estimate the thermal di�usivity. The underlying model is completely analytical

and includes heat transfer and analog signal processing which has been speci�cally designed for

this experiment. A sensitivity analysis and an experiment optimization are performed. Applied

to an uncoated copper sample, this method appears to be reliable even in the case of very low

optical emission/absorption. Theoretical expectations have been con�rmed from experimental data

obtained considering copper. Thermal di�usivity has been estimated with less than 4% on both

the standard and absolute deviation.
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I. INTRODUCTION

Measuring the thermal di�usivity of highly conductive materials remains challenging and

large deviations are still observed according to the experimental operating conditions. The

classical photothermal methods are based on the thermal response of the sample to a heat

pulse, considered as a Dirac function from the mathematical point of view. The temperature

increase on the opposite face (rear face) of the excitation is classically measured using an

infrared (IR) detector. This so-called �ash experimental technique that has been developed

�rst by Parker [1] and that has been improved along time by several contributions [2�5]. An

exhaustive list of the developments can be found in [6]. However, highly di�usive sample

are generally of metallic nature with very low optical emission/absorption in the visible

and infrared wavelengths. Thereby, if no optical transceiver is present on both faces of

the sample, the measured signal is very noisy and this leads to poor con�dence interval of

the identi�ed property. Therefore, classical approach requires depositing thin blackbody

coatings on both faces, the one on the front face assuring the maximum energy absorption

of the photothermal source whereas the other one on the rear face is assumed to make the

emissivity close to one, thus enhancing the signal noise ratio of the IR detector. Those

coatings are generally deposited from spray constituted by graphite particles within an

epoxy resin [7, 8]. Nevertheless, they have a signi�cant in�uence on the measured signal

according to their thermal properties. This can be easily demonstrated from a model of

the one-dimensional heat conduction through a three-layers system [9]. This model can be

simulated using the classical quadrupoles method based on integral transform technique [10].

Let us assume for instance a cylindrical sample made of copper (thermal conductivity kCu =

400W.m−1.K−1, speci�c heat per unit volume (ρCp)Cu = 3.5MJ.K−1.m−3 and thickness

3mm) and whose both faces are coated with a graphite-based spray (thermal conductivity

kd = 1W.m−1.K−1, speci�c heat per unit volume (ρCp)d = 2MJ.K−1.m−3). The apparent

thermal di�usivity of the one-layer sample is reported in Tab.I according to the thickness

ed of the coating. It is clear that a signi�cant di�erence in the thermal di�usivity of copper

(114.3mm2.s−1) occurs when the coating thickness is larger than 10 µm. In addition it

is also remarkable that the thermal resistance of one coating is comparable or larger than

that of the copper layer (RCu = eCu/kCu = 7.5 × 10−6K.m2.W−1) when ed ≥ 10 µm. It

is thus recommended to control accurately the coating thickness and the contact resistance
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ed µm 0 1 10 20 50

aapp mm2.s−1 114.3 114.3 113.4 109.4 85.4
aapp mm2.s−1[10] 114.3 114.3 113.2 108.9 83.4

Rd × 10−6K.m2.W−1 0 1 10 20 50

Table I: Apparent thermal di�usivity aapp of a copper sample coated on both faces with graphite-

based spray, with respect to the coating thickness ed. The thermal resistance of the coating Rd =

ed/kd is also given. First line refers to the di�usivity estimated by an inverse approach (the sample

is assumed homogeneous but a 3-layers model is used to simulate experimental data). Second line

is the apparent di�usivity given by [10] (Eq.10) . Contact resistance is omitted.

when using a 3-layers model or to �nd highly di�usive blackbody coatings. Both previous

recommendations are not easy to respect given the inherent composition of the spray and

the deposition process that is random by nature. In addition, deposition of other coatings

using chemical vapor deposition or pressure vapor deposition processes for instance, makes

the experiment more complex.

A theoretical solution has been proposed by Vozär et al. [11] that consists in heating the

sample using severals pulses in order to increase the amount of energy entering the sample

while minimizing temperature gradient. In this paper, a variant of this idea is proposed with

the following changes. The photothermal source is now continuously emitting heat pulses

at low frequency fexc. As a consequence, the mean temperature of the sample increases

slowly. Once the steady periodic regime is reached, the rear face temperature is recorded

after every pulses. Thus, Ns pulses lead to Ns columns vectors Ti (t) of temperature values,

with 1 ≤ i ≤ Ns. Since the temperature evolution is periodic, di�erences between these

Ns vectors are due to the measurement noise only. By computing the average temperature

over index i, the resulting vector T (t) = 1
Ns

∑Ns

i=1 Ti(t) shows an improved signal noise ratio.

Assuming vectors are statistically independent, the noise standard deviation of temperature

values T (t) is theoretically reduced by
√
Ns compared to Ti(t). As high as Ns could be

(Ns = 2000 in this study), it has no e�ect on the temperature amplitude and low voltage

signals have still to be recorded in the case of low optical emission/absorption sample. A

speci�c signal ampli�er based on a high-pass �lter has been developed.

The experimental setup is presented is section 2. In section 3, the corresponding heat

transfer and electrical models are presented and an analytical solution is derived. The

photothermal pulse width and the contribution of the �lter are considered. A sensitivity

analysis is performed in section 4 in order to optimize the experimental operating conditions.
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In section 5, the method is applied to a copper sample.

II. EXPERIMENTAL SETUP

The experimental setup is represented schematically in �gure 1. It is composed of a

Coherent Matrix Q-switch Nd:YAG diode-pumped laser (1064 nm wavelength) delivering

pulses in a continuous or burst mode. The pulse width is lower than 40nsec and the maximum

pulse frequency is fp = 100 kHz. The maximum rms power (10W) is reached with a pulse

frequency of 30 kHz. The laser beam radius is 0.55 mm (< 3 mrad divergence) and it is

directed at the front face of the sample. There is no way to produce a pure continuous wave

with this laser. Therefore, a �nite pulse width excitation is produced by emitting a Np-pulse

train with the laser burst mode. It consists in emitting a quick succession of Np pulses at

frequency fp. The pulse width being thereby∆tburst = Np/fp. TheNp-pulse train is repeated

with frequency fexc using a function generator (Agilent 33320A). This repetition frequency

dictates the heat transfer dynamic in the sample. A fast photodiode with 0.5 nsec rise time

(Thorlabs DET 10A/M) is used to trigger the acquisition device (a Lecroy Waverunner LT

364 scope). The temperature variations of the rear face are low so that there is a linear

relationship between the temperature change and the emitted infrared radiation which is

monitored by a HgCdTe photoconductive infrared detector (Judson J15D12) working in the

(2-14) µm range with the maximum sensitivity located at 11 µm. The location and solid

angle (45°) of the detector are such that the sample is fully contained in the �eld of view.

As a result, the detector output (a variation of electrical resistance Rdet) is related to the

average surface temperature. This con�guration allows using non-uniform distribution of the

deposited heat �ux at the front face as well as wavelength-dependency of optical coe�cient.

A germanium window (high band-pass optical �lter with 1.4 µm cut-o� wavelength) is put

in front of the detector to reject all laser di�use re�ection that could a�ect temperature

measurements.

As presented in �gure 2, the temperature dependent resistance Rdet of the photoconduc-

tive detector is part of a Wheatstone bridge-based circuit leading to a �rst stage ampli�cation

of gainK1 = 10. A 2nd-order high-pass �lter of Sallen-Key type is then used in order to

remove the time average temperature, i.e. the DC signal, as well as all potential temperature

drifts and signal shifts. Thanks to this, the signal variations stay centered on 0V even with
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Figure 1: Experimental setup - the photothermal excitation ϕ (r, θ, t) is an Np-pulse train whose

equivalent width is ∆tburst, periodically repeated with frequency fexc.

Figure 2: The analog signal processing is a 3-stage ampli�er: two ampli�ers and one �lter.

the lowest scope sensitivity. The gain K2 = 1 + R1/R2 is related to the damping factor of

the �lter. Finally, the signal is ampli�ed by a factor K3 = 30 and recorded using the scope

(input impedance Rload = 1MΩ, 8 bits vertical resolution, 11 bits resolution for math tools).

The signal average is performed over Ns sweeps or sets (up to Ns = 4000 with this scope)

of Ndata (up to 50 000) temperature samples.

The overall analog signal processing is described by a 2nd-order transfer function Hf .

Some test was carried out with a function generator as input to check the consistency of

this model. Results were in good agreement with theoretical expectations [12]. Hf (j ω) is :

Hf (j ω) = G
−ω2/ω2

c

1 + j 2mω/ωc − ω2/ω2
c

, j2 = −1 (1)

With f be the signal frequency under consideration and ω = 2 π f the corresponding
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angular frequency. G is the gain. ωc = 2 π fc with fc is the high-pass cut-o� frequency. m

is the damping factor. The high pass �lter is built with potentiometers allowing fc to vary

from 0.1 to 30 Hz. Based on 2, it comes: ωc = 1/RC and m = 1
2
(3−K2). Components

were chosen in such a way as to get fc ≈ 0.8Hz and m ∈ [0.5 − 0.7] range. Using a square

wave generator as input signal and an inverse approach, it was found fc = 0.85 ± 0.09Hz

and m = 0.7 ± 0.07. There is no use to estimate precisely the gain G since relation Eq.1

not only includes the signal processing but to optical part as well (emissivity of the sample,

solid angle, e�ciency and bias current of the detector...).

III. MATHEMATICAL MODEL

Thermal di�usivity and conductivity of the material are denoted a and k respectively. The

sample is assumed opaque within the visible and infrared wavelength range. Temperature

variations are small enough so that the thermophysical properties are considered constant

during the experiment. Heat losses at the front, rear and lateral faces are introduced using

heat transfer coe�cients, denoted respectively hh, hr and hlat. Assuming the sample is a

cylinder with radius R and height L, the relative temperature �eld T (r, θ, z, t) in a cylindrical

coordinate system is given by:

1

a

∂T

∂t
=

1

r

∂

∂r

(
r
∂T

∂t

)
+

1

r2
∂2T

∂θ2
+

∂2T

∂z2
, 0 < r < R, θ, 0 ≤ θ ≤ 2π, 0 < z < e, t > 0 (2)

with the associated boundary equations:

−k
∂T (r, θ, z, t)

∂z
= −hf T (r, θ, z, t) + ϕ (r, θ, t) , z = 0 (3)

−k
∂T (r, θ, z, t)

∂z
= hr T (r, θ, z, t) , z = L (4)

−k
∂T (r, θ, z, t)

∂r
= hlat T (r, θ, z, t) , r = R (5)

and initial condition:
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T (r, θ, z, t) = 0, t = 0 (6)

The heat �ux density is assumed to be a separable function of space and time, i.e. :

ϕ (r, θ, t) = Qg (r, θ) f (t) with Q the amount of energy absorbed by the sample per pulse.

Considering a Pexc-periodic emission of single pulse (dirac function), g (r, θ) and f (t) have

the following properties:

ˆ

r,θ

g (r, θ) r dr dθ = 1 and f (t) =
∞∑
i=0

δ (t− i Pexc) ⇒
Pexcˆ

t=0

f (t) dt = 1 (7)

The incoming heat �ux density ϕ (r, θ, t) can be splitted in two parts ϕ = E [ϕ] +

(ϕ− E [ϕ]) with E [•] the time-average operator. The system response can be splitted ac-

cordingly. It can be expressed as the sum of a �steady� (at least for large time) temperature

�eld Tc (r, θ, z, t) corresponding to the time-averaged thermal excitation ϕc (r, θ, t) = E [ϕ] =

Qfexc g (r, θ) u (t) with u (t) the Heaviside function, and a periodic one Tp (r, θ, z, t) corre-

sponding to the remaining heat �ux ϕp (r, θ, t) = Qg (r, θ) (−fexc +
∑∞

i=0 δ (t− i Pexc)) u (t).

As long as temperature variations are small and the sample is highly conductive, heat

losses can be neglected to solve Tp. Therefore, considering the average surface temperature

Tp (z, t) = 1/S
´
r,θ

Tp (r, θ, z, t) r dr dθ with S = πR2, previous equations lead to a 1d-heat

transfer conduction problem :

∂Tp (z, t)

∂t
= a

∂2Tp (z, t)

∂z2
, 0 < z < L, t > 0 (8)

with the associated boundary equations:

−k
∂Tp (z, t)

∂z
= ϕp (t) , z = 0 (9)

−k
∂Tp (z, t)

∂z
= 0, z = L (10)

and initial condition:

Tp (z, t) = 0, t = 0 (11)
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With:

ϕp (t) =
Q

S

(
−fexc +

∞∑
i=0

δ (t− i Pexc)

)
u (t)

=
Q

S

∞∑
i=0

δ (t− i Pexc)− fexc [u (t− iPexc)− u (t− (i+ 1)Pexc)] (12)

The solution is:

Tp (z, t)

Tlim

=
∞∑
i=0

yδ

( z
L
, t− i Pexc

)
− fexc

[
ys

( z
L
, t− i Pexc

)
− ys

( z
L
, t− (i+ 1) Pexc

)]
(13)

Let z∗ = z/e a dimensionless position. ys (z
∗, t) is the unit step response of the system:

ys (z
∗, t) =

[
t+ 2 g (z∗) τ − 2 τ

∞∑
k=1

ak e
−u2

k t/τ

]
u (t) , ak =

cos (uk z
∗)

u2
k

(14)

and ys (z
∗, t) the unit impulse response:

yδ (z
∗, t) =

[
1 + 2

∞∑
k=1

cos (uk z
∗) e−u2

k t/τ

]
u (t) (15)

Where Tlim = Q/ρC S L is the maximum possible peak-to-peak amplitude of θ (z∗, t∗),

τ = L2/a the conduction characteristic time, uk = k π and g (z∗) = 1/6− z∗/2 (1− z∗/2).

Strictly speaking, Tp is not periodic but becomes a Pexc-periodic function for large time.

Let θ (z∗, t∗) be this function:

θ (z∗, t∗)

Tlim

= 1− 2 g (z∗)

α
− t∗+

2
∞∑
k=1

cos (uk z
∗)

1− exp (−u2
k α)

e−u2
k α t∗ , 0 < t∗ < 1 (16)

With t∗ = t/Pexc a dimensionless time and α = Pexc/τ the ratio between the thermal

excitation repetition period and the characteristic conduction time. Figure 3 presents the
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Figure 3: Normalized temperature evolution θ (z∗, t∗) /Tlim of the sample rear face (z∗ = 1) ac-

cording to α.

normalized temperature evolution of the sample rear face according to α. It is shown that

a low α value leads to small temperature variations and the estimation of α will be com-

promised. On the opposite, if α is too high, the same conclusion holds since in that case,

the temperature evolution carries hardly any information about α. Most of the curve is

indeed independent of it. In practice, α is adjusted using the repetition frequency Pexc or

the sample length L. The optimal value of α is discussed later.

It may be useful to increase the amount of energy absorbed by the sample since it would re-

sult in a higher Tlim value, i.e. a higher temperature variation. One way to do this consists in

using a rectangular excitation of width∆tburst. The corresponding solution θburst (z, t) can be

retrieved either by a convolution product between 16 and the proper rectangular function, or

by or replacing yδ (z
∗, t− i Pexc) by 1/∆tburst [ys (z

∗, t− iPexc)− ys (z
∗, t− iPexc −∆tburst)].

It leads to:
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θburst (z
∗, t∗)

Tlim

=
ys (z

∗, t Pexc)− ys (z
∗, (t∗ − λ)Pexc)

∆tburst
− ys (z

∗, t Pexc)

Pexc

+
2

αλ

∞∑
k=1


(
1− e−u2

kαλ
)(

e−u2
kα(1−λ)

)
(
1− e−u2

kα
) − λ

 ak e
−u2

kα(t
∗−λ), 0 ≤ t∗ ≤ 1 (17)

With λ = △tburst/Pexc the dimensionless pulse width. For t ≤ ∆tburst and t ≥ ∆tburst,

relation 17 becomes respectively:

θburst (z
∗, t∗)

Tlim

=

(
1− λ

λ

)(
t∗ +

2 g (z∗)

α

)
− 2

αλ

∞∑
k=1

1− e−u2
kα(1−λ)

1− e−u2
kα

ak e
−u2

kαt
∗
, 0 ≤ t∗ ≤ λ (18)

θburst (z
∗, t∗)

Tlim

= 1− t∗ − 2 g (z∗)

α

+
2

αλ

∞∑
k=1

1− e−u2
kαλ

1− e−u2
kα

ak e
−u2

kα(t
∗−λ), λ ≤ t∗ ≤ 1 (19)

Figure 4 shows the evolution of the average temperature at the front and rear face of the

sample with respect to α and λ. Increasing the pulse width λ tends to lower the amplitude

of θburst(t
∗). However, with most phototermal sources, increasing λ allows emitting more

energy and this would compensate or at least limit the decrease of the absolute amplitude.

Compared to the front face, the rear face temperature is higher at the end of each period

(t∗ = 1). This is due to the fact that temperature variations θburst(t
∗) are relative to the

steady temperature �eld Tc (z
∗).

Figure 5 presents the peak-to-peak amplitude of θ (z∗, t∗) and θburst (z
∗, t∗) according to

α and λ. Additionally, some key values of the amplitude are exhibited. It shows that the

amplitude decreases as the repetition frequency fexc increases. In addition, θ (z, t) /Tlim → 1

as fexc → 0. Obviously, fexc can not be made arbitrarily low since it is related to the

experiment duration and some experimental issues would arise. With a �nite pulse duration,

i.e. λ > 0, the maximum peak-to-peak amplitude of θburst (z, t) /Tlim is 1−λ and is reached

for α → ∞.

The heat transfer model has to be combined with the analog chain processing model
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Figure 4: Temperature evolution at the front and rear face of the sample with respect to α and

pulse width λ = ∆tburst/Pexc.

H (j ω). It could be done using a convolution product but it is more convenient to use

Fourier series θburst (z
∗, ωn) of temperature :

θburst (z
∗, t∗) =

∞∑
n=−∞

θburst (z
∗, ωn) e

j ωn , ωn = 2πn (20)

With:

θburst (z
∗, ω) =

ˆ 1

t∗=0

θburst (z
∗, t∗) e−j ω t∗dt∗ (21)

Using relations (18) and (19) with (21), it comes for m > 0:
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Figure 5: Peak-to-peak amplitude of normalized variations θ (z, t) /Tlim at the rear face (z∗ = 1)

with respect to α and pulse width λ = ∆t/Pexc. The ideal dirac pulse is obtained for λ = 0.

θburst (z
∗, ω)

Tlim

= −1− λ

λ

1

αω2

[
(j2ωg (z∗) + α)

(
1− e−jωλ

)
− jαλωe−jωλ

]
− 2

αλ

∞∑
k=1

ak
1− e−u2

kα(1−λ)

1− e−u2
kα

1− e−(u
2
kα+jω)λ

αu2
k + jω

− e−jωλ

αω2

[
(j2ωg (z∗) + α)

(
e−jω(1−λ) − 1

)
+ jαω (1− λ)

]
− 2

αλ

∞∑
k=1

ak
1− e−u2

kαλ

1− e−u2
kα

e−u2
kα(1−λ)−jω − e−jωλ

αu2
k + jω

(22)

For m = 0:
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θburst (z
∗, ω = 0)

Tlim

=
(1− λ) (4g (z∗) + αλ)

2α

− 2

α2λ

∞∑
k=1

ak
1− e−u2

kα(1−λ)

1− e−u2
kα

1− e−u2
kαλ

u2
k

+
1− λ

2α
(α (1− λ)− 4g (z∗))

+
2

α2λ

∞∑
k=1

ak
1− e−u2

kαλ

1− e−u2
kα

1− e−u2
kα(1−λ)

u2
k

(23)

Considering the transfer function of the �lter/ampli�er system derived in relation (1),

the �ltered temperature is �nally:

θfilteredburst (z∗, t∗) =
∞∑

n=−∞

θburst (z
∗, ωn) Hf,n e

j ωnt∗ (24)

With:

Hf,n = H (jωn) = G
−n2γ2

1 + j2mγn− n2γ2
, γ =

fexc
fc

(25)

Evolution of θfilteredburst (z∗, t∗) /Tlim is shown in �gure 6, considering di�erent values of the

�lter parameters m and γ. To ease the comparison, the un�ltered temperature evolution has

been shift down by the time-average temperature. The e�ect of the �lter is barely visible

for fexc > 100 fc. In practice, such a �lter is not always easy to design, especially if fexc

is low. Change the sample length could be a solution that would allow a higher repetition

frequency to be used (γ would increase) while keeping α constant. Concerning the damping

coe�cient, the output signal appears to be quite insensitive as long as m < 1. Considering

the repetition frequency fexc, the cut-o� frequency fc, the characteristic conduction time τ ,

it is recommended to design the experiment in a way that 1/τ ≈ fexc > 10 fc.

IV. SENSITIVITY ANALYSIS AND EXPERIMENT OPTIMAL DESIGN

To deal with experimental considerations, the parameters C0 is introduced in the equation

(24).C0 is the constant DC signal which is not necessarily zero due to various operational

ampli�er imperfections. Let y (t) be the theoretical output signal:
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Figure 6: Evolution of θfilteredburst (z∗, t∗) /Tlim for di�erent values of the �lter parameters m and γ

(α = 2.5 and λ = 0.05 are �xed). The left plot shows the in�uence of the cut-o� frequency fc
compared to the repetition frequency fexc. The damping coe�cient is �xed to m = 0.7. On the

opposite, the right plot shows the in�uence of the damping coe�cient. The cut-o� frequency is

�xed to fc = fexc/10.

y (t∗) = C0 + ylim

∞∑
n=−∞

θburst (z
∗, ωn) Hf (j ωn) e

j ωnt∗

︸ ︷︷ ︸
f(α, γ,m, t∗)

, ylim = GTlim (26)

Obviously the parameter to estimate is τ or α = Pexc/τ . In addition, ylim and C0 are also

unknown and need to be estimated. Moreover, γ and m are only approximative and could

be also a�ected by thermal drift, electronic component ageing or component non-linearity.

Therefore, the vector of unknown parameters is Θ = (α, ylim, C0, γ, m). The sampling

times are put in a vector (t1, · · · , tNdata). The sensitivity matrix X is then:
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X =
∂y

∂Θ
=


∂f(−,t1)

∂α
f (−, t1) 1 ∂f(−,t1)

∂γ
∂f(−,t1)

∂m
...

...
...

...
...

∂f(−,tndata)
∂α

f (−, tNdata) 1 ∂f(−,tNdata)
∂γ

∂f(−,tNdata)
∂m


︸ ︷︷ ︸

S [dimNdata×6]



ylim

1

1

ylim

ylim


︸ ︷︷ ︸

D [dim 6×6]

(27)

To ease the following development, X is splitted in two matrices S and D. The bene�t is

that S does not depend on Tlim anymore. Simultaneous identi�cation of all parameters Θ is

possible if the associated sensitivity functions are linearly independent. Figure 7 presents the

reduced sensitivity functions X∗ = X diag(Θ). Since C0 is theoretically zero, corresponding

reduced sensitivity was multiplied by 0.5 instead for plot purpose. For α = 1 (middle

plot) and α = 5 (right plot), the maximum of X∗ (α) is found at small times. As noted

by Parker [1] with the �ash method, the maximum sensitivity of α is close to the half-

rise time of θburst(z
∗, t∗) (see X∗(ylim) ). In the left plot, this conclusion is still valid but

maximum sensitivity of α is now near t∗ = 0.5. These plots show a strong correlation

between X∗ (γ)and X∗ (m) which suggests that the ampli�er/�lter may be better identi�ed

separately with a speci�c experiment. Moreover, as α is made smaller, it is seen that all

sensitivity amplitudes decrease. The reason is simply that the signal amplitude is reduced

as shown by X∗(ylim).

Let Y denotes experimental data. Without any regularization method and assuming

the measurement noise is additive, Gaussian and iid with a standard deviation σm, the

covariance matrix of Θ is given by cov (Θ | Y ) = σ2
m D−1

(
ST S

)−1
D−1. Therefore the

standard deviation of α is given by:

std (α | Y ) =
σm

ylim

√{
(ST S )−1}

1,1
(28)

Matrix dimension STS increases with Ndata. The in�uence of Ndata on std (α | Y ) /α is

shown in Figure 8. Even if Ndata is �xed, the �rst sample time sample has to be arbitrarily

chosen. To avoid this, some jitter has been added to test all possible value of t∗1, meaning

that computations were done while shifting the whole time vector by a fraction of the time
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Figure 7: Reduced sensitivity functions Θi
∂y
∂Θi

(z∗, t∗) normalized by Tlim with respect to t∗; α =

{0.2; 1; 2.5} for left, middle and right plot respectively. Temperature evolution θfilteredburst is equal to

X∗(ylim) up to a constant factor.

step. The �gure shows that above Ndata = 100 or 200 samples/period the decreasing rate of

std (α | Y ) /α in log-log scale is 1/2. In other words, increasing the acquisition rate above

these values only reduces the in�uence of measurement noise.

The objective is now to �nd the optimal experiment design, i.e. the theoretical values α

and λ, that lead to the lowest standard deviation of α. Once found, the repetition period is

then given for a speci�ed sample by Pexc = L2α/a and the pulse width ∆tburst = λPexc. In

practice, the optimal design depends on thermal properties of the sample which are obviously

unknown. Instead some reference values are used, that are likely to be closed to the real

values.

From the point of view of the inverse problem (relation26), Tlim is an independent pa-

rameter. But from the experiment point of view, with most thermal source, like most lasers,

Tlim depends on α and λ. Indeed, the output power is often �xed so that Q (and thenTlim)

depends linearly on ∆tburst. Let Φ be the photothermal output power absorbed by the

sample. It comes from relation (28):
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Figure 8: Normalized standard deviation of std (α | Y ) /α according to Ndata and α.

Tlim =
ΦλPexc

ρC S L
=

ΦλαL

S k
→ std (α | Y ) =

σm S k

GΦLαλN
1/2

data

√
Ndata

{
(ST S)−1}

1,1
(29)

The number of sample Ndata has been explicitly introduced so that the term under the

squareroot is nearly independent of Ndata, at least for Ndata > 200 as shown before. Using

this relation, �gure 9 (left plot) presents the relative standard deviation std (α | Y ) /α (up to

the constant factor σmS k/(GΦLN
1/2
data)) with respect to 0.1 ≤ α ≤ 10, 0.05 ≤ λ ≤ 0.9 and

for Ndata = 200. This constant factor is omitted since it just appears as a constant coe�cient

and has no in�uence on the optimal point. It is seen that the e�ect of noise decreases as α

is increased. The (local) minimum is obtained for α = 10.0 and λ = 0.5. The corresponding

standard deviation can be computed using the relation given in the �gure. Compared to

the traditional �ash method which uses a short pulse width, the optimal excitation duration

is found to be always 0.5Pexc. Using a shorter excitation leads to a high dispersion of the

estimations. For λ = 0.1 the standard deviation has increased by a factor of 1.5, for λ = 0.05,

the factor is equal to 2.5. However contour lines show the tolerance is large. The minimum is

indeed not very sensitive to α and γ. The optimal value of α = 10 means that the repetition

period Pexc should be 10 times the characteristic conduction time. But it could result in
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a low repetition frequency fexc meaning that the e�ect of the high-pass �lter may become

signi�cant. In other words, uncertainties of fc (and then γ) and m may generate large biases

on the estimations. Let Ω = [γ; m] the supposedly-known parameters and eΩ = [eγ; em] the

corresponding errors. Estimation biases can be approximated by a �rst-order development

of the model around the solution of the identi�cation problem [15]. The bias eΘ generated

is given by :

eΘ = −
(
XTX

)
XT XΩeΩ (30)

With XΩ (dim Ndata × 2) the sensitivity matrix of parameters Ω. Parameters Ω can

be seen as random variables and their uncertainty can be described by a Gaussian density

distribution. The experiment turns out to be one realization of these two random variables.

Thus, measurements are not only a�ected by noise but by random perturbations of γ and

m as well. The covariance matrix of measurements is then cov (Y ) = σ2
mI +XΩcov(eΩ)X

T
Ω

. The covariance matrix of estimations is then :

cov (Θ | Y ) = D−1
(
STS

)−1
STcov (Y ) S

(
STS

)−1
D−1 (31)

In particular, std (α | Y ) is:

(
std (α | Y )

)2
=

(
S k σm

GΦLN
1/2

data

)2
Ndata

(αλ)2

{(
STS

)−1
}

1,1

+
(σΩ

Ω

)2 {(
STS

)−1
STS∗

ΩS
∗T
Ω S

(
STS

)−1
}

1,1
(32)

With σΩ/Ω the relative standard deviation assumed equal for γ and m. The relation (32)

depends on experimental parameters that can not be de�ned yet. But since they are just

constant factors, the two parts of the relation can still be analyzed with respect to α,λ, γ

and m (and possibly on the way sample times are distributed).

Whereas left plot shows the contribution of measurement noise only, i.e. σΩ is assumed to

be zero in relation (32), the right plot assumes that σm = 0. The e�ect of supposedly known

parameter Ω strongly increases as α is increased but is nearly independent of λ. Contrary

to the noise e�ect, the design is improved by making α as low as possible. Moreover, once
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Figure 9: Contour graphs showing variations of the normalized standard deviation std (α | y∗) /α
according to λ, α and γ ∈ {2; 10}. Thick lines refer to γ = 10 and thin lines to γ = 2.

α is �xed, the minimum in�uence of measurement noise is reached for λ = 0.5. On the

contrary, it corresponds to the maximum in�uence of Ω. To compute std (α | Y ), these

two plots has to be squared (variance) and summed with some coe�cient (unknown at

this stage). The resulting shape is not straighforward, but numerical analysis shows that

whatever the experimental parameters are (in a raisonnable range), the optimal experiment

design is reached for λ = 0.5. Compared to an ideal pulse, this 50% duty cycle emission

leads to smoother temperature variations but the loss in sensitivity is compensate by a large

increase of temperature variation, i.e. of the signal over noise ratio.

It is possible to go a step further by computing the optimal value α̂ with respect to the

ratio between the two weighting coe�cients of the relation 32. Let η be this ratio such that:
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(
std (α | Y ) /α

σΩ/Ω

)2

=η2
Ndata

(αλ)2

{(
STS

)−1
}

1,1

+
{(

STS
)−1

STS∗
ΩS

∗T
Ω S

(
STS

)−1
}

1,1
, η =

S k σm

GΦLN
1/2
data

Ω

σΩ

(33)

In practice, σΩ/Ω is roughly known, it is then possible to �nd the minimum of the left

quantity according to η. A small value of η means that uncertainty of supposedly known

parameter is dominant. On the contrary measurement noise is dominant if η is large. It

leads to the �gure 10. The duty cycle is �xed to the optimum value λ = 0.5 which has

been numericaly checked for 10−4 ≤ η ≤ 10−1. It is seen that the optimal value α̂ (thick

black line) is nearly proportionnal to η (in log-log scale). As a result, the relation between

α̂ and η can be simpli�ed using an power regression, such that α̂ ≈ 7.5 η0.45. To assess the

sensitivity of this result to parameter γ, the corresponding optimal curve is shown in �gure

as well. The corresponding power regression is α̂ ≈ 2.9 η0.40.

Contour levels (left quantity of relation 33) show that the standard deviation of α slowly

increases with η. It is therefore advisable to keep this parameter low. Dotted lines show

that α̂ can be halved or doubled without signi�cant negative e�ect on std (α | Y ) /α.

Figure 10 is useful to design an experiment. However, it's hardly possible to precisely

evaluate the parameter η before the experiment is done. Instead, the experiment should be

performed once with α = 1 or any raisonnable value. The resulting estimations of α, ylim

and σm can be used to evaluate η with η = σmαλy
−1
limN

−1/2
data (σΩ/Ω)

−1. The experiment is

then performed again with a better value of α.

V. APPLICATION

In order to test previous results about the sensitivity study and the optimal experiment

design, the method is applied on a sample made of copper (L = 3.80±0.03mm) that has been

elaborated in solid phase using the sintering process from Cu powder followed by an annealing

at 950°C. Values of the speci�c heat per unit volume and the thermal conductivity of pure

copper at ambient temperature (20°C) are well-known (see introduction). The expected

values are a = k/ρCp = 113mm2.s−1, τ = L2/a = 0.128 s. Front and rear surfaces of the

sample have been polished roughly (average roughness is in the 10-20 µm range). The total
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Figure 10: Optimal value of α according to η, for γ = 10 (thick black line) and for γ = 2 (black

line). Dotted lines show the sensitivity of the minimum to α, i.e. boundaries corresponding to a

multiplication by a factor of 2 (and 5) of the minimum standard deviation. Contour lines (thin black

lines) refer to the left quantity of relation 33. Thus,std (α | Y ) /α can be computed by multiplying

the contour levels by σΩ/Ω. For information, the nine experiments performed and discussed in the

last section are reported in this �gure (crosses entitled 1 to 9).

hemispherical emissivity of the surfaces is less than 0.1. The internal laser frequency that

control the pulse emission is set to fp = 90 , kHz and the number of pulses is adjusted to

reach the desired value for ∆tburst. The number of sweeps is set to Ns = 2000 and the

number of samples is around Ndata = 2000.

The laser output power is about 10W. The absorbed power Φ is then lower than 1W.

In the results shown below, the maximum absorbed energy lies in [52; 400] mJ. The cor-

responding values of Tlim are respectively [0.1; 1] K. The relative change in the detector

resistance is computed to be about dRdet/Rdet ∼ 10−5 with Rdet ≈ 100Ω. The peak-to-peak

voltage across the detector resistor (�lter/ampli�er input) is of the order of magnitude of 10

to 100µV. On the scope, the corresponding peak-to-peak voltage is lies in [3; 50] mV. The

�lter/ampli�er gain is about 500, fc = 0.85Hz± 10% and m = 0.70± 10%.

Unknown parameters Θ = (α, ylim, C0) are identi�ed from measurements Y by using

a least squares estimator. The Levenberg-Marquardt algorithm [13] is used to solve the

non-linear minimization problem. The corresponding objective function J (Θ) is:
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Figure 11: Con�guration 4 to 6: Comparison between measurements Y and simulated data (model

output) y (t) for fexc = 15Hz and α ≈ 0.5. Results are normalized by ylim which depends on the

con�guration. The simulated data are represented in plain black lines whereas measurements are

represented by gray crosses. To bring out potential biases, a moving average �lter is applied on

residuals (plain lines). Colors are inverted to highlight the laser on-state. Residuals are normalized

by an estimation of the noise standard deviation.

J (Θ) =

Ndata∑
i=1

(y (Θ, z∗ = 1, t∗i )− Yi)
2 (34)

Following the analysis in the previous section, standard deviations of the identi�ed pa-

rameters are:

σ (Θ) ≈
√

Jend
Ndata

√{
(XT X)−1}

1,1
(35)

with Jend is the value of the objective function J (Θ) at the end of the minimization

process.

Nine di�erent con�gurations are tested with the same sample. α and λ were chosen in

a large range to evaluate their in�uence. Results are shown in Table (II). Rows are sorted
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Figure 12: Con�guration 1 to 3: Comparison between measurements Y and simulated data (model

output) y (t) for fexc = 38Hz and α ≈ 0.2.

based on fexc. Best results has given by con�gurations 4 to 6. The repetition frequency has

been set to 15Hz in such way that α ≈ 0.5 based on standard copper thermal properties.

Whatever is the thermal excitation duration λ = {0.2; 0.4; 0.6} the corresponding thermal

di�usivity is closed to standard value. The 95%-con�dence interval is ±4 is mainly due to

the uncertainty of L. Measurements and experimental data are reported in Figure 11. A

150Hz signal is present with con�guration 5 but it has no in�uence on the thermal di�usivity.

About fexc value, it should be chosen in a way that electrical grid perturbation are nulli�ed

by the average operation during the acquisition.

Con�gurations 1 to 3 aim at α = 0.2. As predicted by the theory, Figure 12 shows

that peak-peak amplitudes (around 5 mV) are much lower than in con�guration 4 to 6

whose peak-peak amplitude is about 30mV. Indeed, decreasing α from 0.5 to 0.2 reduces

the product αλ and them Tlim by a factor 2.5. Additionaly, relative amplitude decreases

simultaneously to α. Figure 5 shows that the peak-peak amplitude is reduced by a factor

3. As a result, measurements are more sensitive to perturbations coming from the electrical
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Figure 13: Con�guration 7 to 9: Comparison between measurements Y and simulated data (model

output) y (t) for λ = 0.05 and fexc = {2.2; 3.26; 5.6} Hz.

grid, the laser state switch, the scope trigger... A correlation between the laser state and

the residual dispersion is visible in con�guration 1 to 3.

Concerning columns 7 and 8, as suggested by the previous analysis, increasing α from 0.2

to 0.5 halves the noise in�uence but increase the sensitivity to supposedly known parameters

Ω by a factor 5. As shown in �gure 10, con�guration 1 to 3 are closer the optimal design

which lead to lower theoretical standard deviations of α (as shown in column 3). Strictly

speaking, this �gure is only given for the optimal duty cycle λ = 0.5, but the information it

gives should still be relevant for λ = 0.4 or λ = 0.6.

Con�guration 7 to 9 are slightly di�erent (Figure 13). The acquisition window is con-

centrated on one pulse only and particularly on small times. Some numerical tests has been

carried out and it appears this practice does not lead to better results. As the window is

made smaller to increase the number of measurements during the temperature rise, standard

deviation of α is getting worse due to a increasing sensitivity to the noise. However, it may be

a way to select time samples insensitive (or less sensitive) to �lter parameters. Thermal di�u-
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N° fexc Hz α
(
±2 σα

α

)(a)
λ γ a (±2σa)

(b) mm2

s
σm → 2σa/a σΩ → 2σa/a

1 38 0.203 (0.4%) 0.2 45 112 ± 5 15%/
√
Ndata 0.2%

2 38 0.201 (0.4%) 0.4 45 110 ± 4 11%/
√
Ndata 0.2%

3 38 0.193 (0.4%) 0.6 45 106 ± 4 15%/
√
Ndata 0.2%

4 15 0.528 (1%) 0.2 18 114 ± 4 6%/
√
Ndata 1%

5 15 0.530 (1%) 0.4 18 115 ± 4 6%/
√
Ndata 1%

6 15 0.522 (1%) 0.6 18 113 ± 4 5%/
√
Ndata 1%

7
5.6 1.47 (3%) 0.05 6.7 119 ± 5 11%/

√
Ndata 3%

5.6(c) 1.46 (0.5%) 0.05 16 (10%) 118 ± 4 24%/
√
Ndata -

8
3.26 2.50 (6%) 0.05 3.8 118 ± 8 7%/

√
Ndata 6%

3.26(c) 2.50 (0.2%) 0.05 7.1 (2%) 118 ± 4 11%/
√
Ndata -

9
2.2 3.7 (9%) 0.05 2.6 117 ± 11 11%/

√
Ndata 9%

2.2(c) 3.8 (0.3%) 0.05 3.2 (2%) 121 ± 4 16%/
√
Ndata -

(a) Uncertainty of α is computed using relation (32). The 95%-con�dence intervals are: fc± 10%;

m± 10%.

(b) Uncertainty of a is given by: (σa/a)
2 = (σα/α)

2 + 4 (σL/L)
2.

(c) fc and m are considered unknown and are estimated simultaneously to other parameters.

Estimation dispersion is now only due to measurement noise.

Table II: Identi�cation of a according to fexc and λ = ∆tburst/Pexc. The estimation of α in each

con�guration is presented in column 3. The corresponding thermal di�usivity is given in column 6

by a = αL2fexc with L = 3.8mm ± 0.06. Column 7 and 8 show the e�ect of measurement noise and

supposedly known parameter uncertainty on the estimated di�usivity. They contain the con�dence

interval that would occur if σΩ = 0 and σm = 0 respectively.

sivities estimated with these con�gurations are slightly overestimated but are nearly constant

which suggests an bias issue resulting from errors of Ω or from model inadequacy. If γ and

m are not �xed anymore but are estimated, the two additional degree of freedom improve

the �t quality signi�cantly, but the corresponding estimated cuto� frequency and damping

coe�cient are not coherent: (0.35 ± 10%; m = 1.8 ± 10%), (0.45 ± 2%; m = 1.32 ± 2%),

(0.69 ± 2%; m = 0.83 ± 3%) for con�guration 7, 8 and 9 respectively. Moreover, a second

e�ect of estimating these parameters is a large decrease of the standard deviation of α but

it's purely theoretical. This precision is overestimated.

VI. CONCLUSION

The method presented in this paper is an improvement of the well-known �ash method.

The objective is to deal with highly di�usive materials with low optical emission/absorption
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coe�cient. Instead of increasing this optical coe�cient using coating, this approach is based

on a noise reduction technique that allows increasing greatly the signal over noise ratio.

It consists in heating a sample periodically with a photothermal excitation at the front

face while recording the rear face temperature after every heat sequence. Contrary to the

standard �ash method which relies on just one �ash, the proposed method makes use of

hundreds or even thousands �ash. Since the measurement noise is generally statistically

independent, averaving all these sequences reduces the noise standard deviation.

This work shows the bene�t of a sample-dependent electronic processing. Indeed, caution

has been put on the analog signal processing to make the best use of the acquisition device.

Thanks to a high-pass �lter, measurements are recorded with the highest sensitivity without

degrading the transient evolution of the signal. An identi�cation procedure of the thermal

di�usivity and the analog �lter parameters has been implemented. This approach uses a

complete analytical model of heat transfer and analog processing.

A sensitivity analysis has been performed in order to optimize the experiment design, i.e.

the repetition frequency and the photothermal source duty cycle. It was shown that the

ideal dirac pulse is not optimum with this technique. Instead a 50% duty cycle should be

use to minimize theoretical uncertainty computed by taking into account measurement noise

and uncertainty on some supposedly known parameters. Additionally, longer pulse width is

convenient with most photothermal sources since it allows more energy to be emitted.

An application is presented on a sample made of sintered copper. It shows the reliability of

the proposed method. The results are in good agreement with the theoretical expectations.
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